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Abstract

Formation of photochemical air pollution is governed in part by the solar ultraviolet actinic radiation flux, but
wavelength-resolved measurements of UV radiation in polluted urban atmospheres are rarely available. As part of the
1997 Southern California Ozone Study, cosine weighted solar irradiance was measured continuously at seven UV
wavelengths (300, 306, 312, 318, 326, 333 and 368 nm) at two sites during the period 1 July to 1 November 1997. The first
site was at Riverside (260 m a.s.l.) in the Los Angeles metropolitan area, which frequently experiences severe air pollution
episodes. The second site was at Mt Wilson (1725 m a.s.l.), approximately 70km northwest of Riverside, and located
above much of the urban haze layer. Measurements of direct (i.e., total minus diffuse) solar irradiance were used to
compute total atmospheric optical depths. At 300 nm, optical depths (mean + 1S.D.) measured over the entire study
period were 4.3 + 0.3 at Riverside and 3.7 + 0.2 at Mt Wilson. Optical depth decreased with increasing wavelength,
falling at 368 nm to values of 0.8 + 0.2 at Riverside and 0.5 + 0.1 at Mt Wilson. At all wavelengths, both the mean and the
relative standard deviation of optical depths were larger at Riverside than at Mt Wilson. At 300 nm, the difference
between the smallest and largest observed optical depths corresponds to over a factor 2 increase in the direct beam
irradiance for overhead sun, and over a factor 7 increase for a solar zenith angle of 60°. Principal component analysis was
used to reveal underlying factors contributing to variability in optical depths. PCA showed that a single factor
(component) was responsible for the major part of the variability. At Riverside, the first component was responsible for
97% of the variability and the second component for 2%. At Mt Wilson, 89% of the variability could be attributed to the
first component and 10% to the second. Dependence of the component contributions on wavelength allowed identifica-
tion of probable physical causes: the first component is linked to light scattering and absorption by atmospheric aerosols,
and the second component is linked to light absorption by ozone. These factors are expected to contribute to temporal
and spatial variability in solar actinic flux and photodissociation rates of species including ozone, nitrogen dioxide, and
formaldehyde. © 2001 Elsevier Science Ltd. All rights reserved.
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1997), less is known about reverse interactions such as
how aerosols interact with solar ultraviolet radiation to
affect photochemical reaction rates in the atmospheric
boundary layer. Dickerson et al. (1997) present measure-
ments and model predictions showing that UV-scatter-
ing particles (e.g., sulfate aerosol) in the boundary layer
can enhance smog formation, whereas UV-absorbing
aerosols (e.g., soot) decrease ozone formation. Further-
more, a number of sensitivity studies (for example, Falls
et al., 1979; Milford et al., 1992; Gao et al., 1995, 1996;
Yang et al., 1995, 1996; Vuilleumier et al., 1997; Bergin
et al, 1998) have examined the sensitivity of ozone
production to various chemical reactions, and have iden-
tified the photolysis of nitrogen dioxide (NO,) and for-
maldehyde (HCHO) as being among the most important.

A large-scale field study of ozone formation in South-
ern California (SCOS97-NARSTO) was conducted
during summer 1997, to improve understanding of the
emissions, atmospheric chemistry, and meteorological
conditions leading to the notorious photochemical air
pollution problems in the Los Angeles area. Our focus
in this paper is the analysis of solar UV irradiance
measurements made at two Southern California sites
experiencing different levels of air pollution. Photo-
chemical reactions depend on the solar actinic flux while
solar irradiance is the quantity measured in this study.
Actinic flux and solar irradiance are related by a geomet-
ric factor, i.e., the irradiance is weighted by the cosine of
the incident zenith angle, while the actinic flux is not. The
relationship between actinic flux and irradiance can be
complex, and is an active area of research. For more
details the reader is referred to Madronich (1987) who
describes the relationship between these two quantities in
detail.

Our research has as its long-term goal to improve the
treatment of actinic flux for simulating photochemistry in
air quality models. Our initial efforts have been con-
cerned with quantifying the variability of actinic flux. We
have analyzed ground-based UV irradiance data from
the SCOS97 field campaign at Riverside and Mt Wilson,
California. We have computed total optical depths (i.e.,
the solar direct beam differential extinction rate per unit
of vertical path length, see Section 2.1) and determined
their distribution for the period extending from July
to the end of October 1997. We also computed the
correlation coefficients between pairs of optical depths
measured at different wavelengths, and used principal
component analysis (PCA) to identify the underlying
factors responsible for the variability observed in the
optical depths. If this variability is accounted for in the
calculation of actinic flux, the uncertainty in photolysis
rates in air quality models can be reduced and our
calculation of ozone formation improved. Principal com-
ponent analysis allows us to attribute the optical depth
variability mainly to concentration changes in aerosols
and marginally to changes in the ozone column.

In Section 2, we describe how the irradiance data were
acquired, and explain the algorithm used to obtain total
optical depths from the irradiance. We also specify the
selection criteria that were applied to the data set, and
discuss the optical depth distributions. In Section 3, we
present the statistical methods that were used to analyze
optical depth variability. We show how correlation coef-
ficients were obtained from the optical depth distribu-
tions, and how PCA was applied to identify underlying
factors responsible for the optical depth variability. The
results of the statistical analysis are discussed at the end
of Section 3. Finally, we conclude by summarizing our
findings and presenting some avenues of research that
could be pursued in future studies.

2. SCOS97 data
2.1. Experimental measurement

The irradiance data used in this study were acquired
during the 1997 Southern California Ozone Study
(SCOS97) at two sites selected for intensive monitoring.
The first site is at Riverside, CA (260m a.s.l., latitude
33.94°N, longitude 117.40°W) in the Los Angeles metro-
politan area, and is characterized by frequent occurren-
ces of severe air pollution episodes. The second site is
Mt Wilson, CA (1725m a.s.l,, latitude 34.23°N, longitude
118.07°W) approximately 70 km northwest of Riverside,
a mountainous site located above much of the urban
haze layer. The measurement period extended from
1 July to 1 November 1997.

Solar UV irradiance reaching the ground was mea-
sured at seven wavelengths by two prototype Yankee
Environmental Systems (Turners Falls, MA) UV multi-
filter rotating shadow-band radiometers (MFRSR)
(Bigelow and Slusser, 2000) SN 231 at Riverside and 232
at Mt Wilson. These radiometers have 2 nm nominal full-
width at half-maximum filters whose center wavelengths
are 300.4, 305.7, 312.0, 318.1, 325.9, 332.9 and 367.8 nm.
Bigelow et al. (1998) have shown that integrated out-of-
band light contamination is less than 0.5%. A shadow-
band blocks the direct solar beam to yield diffuse
horizontal irradiance, which is subtracted from the total
horizontal irradiance to give direct horizontal irradiance.
In order to obtain absolute measurements of the solar
irradiance, calibration factors should be used. However,
optical depth can be computed using uncalibrated rela-
tive irradiances (see below). From this point, we will
use the term “irradiance” to refer to the uncalibrated
quantity. The direct normal solar irradiance used for com-
puting total optical depths is obtained by dividing the direct
horizontal irradiance by the cosine of the solar zenith
angle and then applying angular corrections previously
measured in the laboratory (Harrison and Michalsky,
1994). Measurements at the seven wave-lengths were
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made simultaneously every 20s and nine such measure-
ments were averaged to form a 3-min average. The aver-
aged data were stored in a data logger until transferred
by modem to the Colorado State University data facility
each night.

Total optical depths were deduced from the irradiance
data. The optical depth is part of the exponent of the
Beer-Lambert-Bouguer law

I(t) = R?I, exp( — Zmi(t)ri(t)>

= In(R?Io) — In(I(1)) = 3, m(t)ui(0), M

i

where I(t) is the direct normal solar irradiance at time
t (I, is the extra-terrestrial irradiance), R is the Earth-to-
Sun distance in astronomical units, and m; and ; are the
optical mass factors and optical depths for the different
light-absorbing and scattering materials in the atmo-
sphere (Rayleigh, ozone, aerosol, etc.). The expression in
Eq. (1) is often approximated with (see Schotland and
Lea, 1986)

In(R2Lo) — In(I(0) = m,()e(e)  withm, (1) = Zg%(”

)

where m,(t) is the effective air mass factor, and 1(¢) is the
total optical depth. When the value of In(R?1,) is known,
an instantaneous total optical depth can be computed for
each individual direct irradiance measurement. Values
need not be known with an absolute calibration, but
need to be known only relatively. If V(¢) is the radio-
meter reading (in mV) corresponding to the measurement
I(t), one needs only to know the value V correspond-
ing to R?I, to calculate the instantaneous total optical
depth

_InVo —InV(r)
o me()

1) ©)

Absolute calibrations were not available for the proto-
type UV multifilter radiometers used in SCOS97. Thus,
the Langley plot method (see Slusser et al., 2000) was
used to determine the In V,, intercept. The direct normal
solar irradiance data measured during a 2-4 h period was
expressed as a function of the air mass factor traversed by
the direct solar beam. The time period were chosen such
that the air mass factor ranged from 1.2 to 2.2 at the
shorter wavelengths (300, 306, and 312 nm), and from 1.5
to 3 at the longer wavelengths. The In V, intercept was
obtained by extrapolating a linear regression of the log-
arithm of irradiance as a function of air mass factor to the
zero air mass axis. The Harrison and Michalsky
algorithm (1994) was used to select periods for which
the Langley method was applicable. Two modifications
were made to the Harrison and Michalsky algorithm:
1) the air mass factor ranges are different (see above);

2) Harrison and Michalsky requested that the standard
deviation or In I around the regression line be less than
0.006, while we used 0.0009. This method has been evalu-
ated in numerous publications via intercomparisons to
other optical depth measuring devices beginning with
Harrison and Michalsky’s original objective algorithm
paper and most recently in an intercomparison of four
solar radiometers at the ARM site in Oklahoma (Schmid
et al., 1999). It has been extended to UV wavelengths by
numerous researchers including Bigelow and Slusser
(2000) and Slusser et al. (2000).

Computation of the optical depths and In ¥V, inter-
cepts requires the effective air mass factor m.(t) to be
known. For computing m,(t), one needs to know at every
desired time, the optical mass factors and optical depths
for all materials responsible for light extinction in the
atmosphere. Missing this information, we replaced m,(t)
by the air mass factor due to Rayleigh scattering mg(t).
These terms (m. and mg) are different because of the
difference in elevation profiles of the light-absorbing and
scattering materials in the atmosphere, and replacing
one by the other introduces a bias. These differences
have been discussed extensively in the literature (e.g.,
Thomason et al., 1983 or Tomasi et al., 1998). The elev-
ation profile of ozone is one of the profiles that differs
most from the profile of the uniformly mixed atmospheric
gases that is used for evaluating Rayleigh scattering. To
estimate an upper limit on the bias that was introduced
when replacing m.(t) by mg(t), we computed it assuming
only ozone and uniformly mixed atmospheric gases, a
300 DU total ozone column, and a standard atmosphere
with a sea-level pressure of 1013hPa. At Mt Wilson
and Riverside, the bias in the optical depth is less than
2% at A=300nm, and for mg =2, considering the
effect of replacing m.(t) by mg(t) in Eq. 2 and in the
determination of In V. At all other wavelengths the bias
is smaller, since ozone has a weaker influence at higher
wavelengths.

For each wavelength and site, the average In V,, values
were applied to all days assuming that the variations in
extraterrestrial irradiance (I,) were negligible,> and that
the instruments were stable. In order to test these as-
sumptions, the distributions and time series for In V,
were analyzed. A downward trend with time was visible
in the time series for some wavelengths and sites (for
example, see Fig. 1a). Linear regressions were computed
for each time series. When the linear correlation coeffi-
cient (r) was greater than 1/3 (in absolute value) the
downward trend was characterized as significant and the
linear regression was used to compensate for it. In cases
where the trend is significant (|r| > 1/3), the value of the
regression line for the desired time is used instead of the

2The spectral irradiance of the sun between 300 and 400 nm is
constant within 0.5% over an 11-year solar cycle (Lean et al., 1997).
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a) Log zero intercept time series

7.26
7.24
7.22
7.20
7.18
7.16

7.14 o
N PPN N IPRTATEN AFETIIN IATATEN PR EYUTATSN BT O

180 200 220 240 260 280 300 320 340
Time [julian day]
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Fig. 1. Logarithm of zero intercept (In V) time series and resid-
ual distribution for Mt Wilson at A = 333 nm. V), is the value in
mV that would be obtained by measuring the extraterrestrial
irradiance with the radiometer used in this study.

average In V. Bigelow and Slusser (2000) and Slusser
et al. (2000) also observed a similar drift with the same type
of radiometer. Bigelow and Slusser are unsure of the cause
of this minor drift. A noticeable feature occurs for the In V,
time series for data taken at Mt Wilson. When a trend is
significant at Mt Wilson, the time series are split in two
distinct groups with a recovery around Julian day 234. On
this day, the Mt Wilson radiometer was moved because of
concerns about the original location.

The distributions of the residuals between the indi-
vidual values of In V, and the regression line (significant
trend) or the average (insignificant trend) were used to
check the quality of the determination of In V,. When the
number of residuals is sufficient (larger than 60), a Gaus-
sian can be fitted to describe the residual distribution (see
Fig. 1b). For each case with more than 60 residuals, the
data look consistent with a normal distribution. The uncer-
tainty on In ¥V, can be computed using the residual distribu-
tions providing the following assumptions are true.

(1) The uncertainty in the determination of In ¥, comes
from the variability in the atmospheric conditions
and not from the instability of the detector.

(2) The uncertainty is statistically distributed with
anormal distribution around the true value of In V.

The first assumption is warranted because the multifilter
shadowband radiometers are stable, and random vari-
ations due to the instruments are negligible compared to
variation in atmospheric optical properties (Bigelow and
Slusser, 2000). The second assumption is warranted since
all residual distributions with more than 60 events are
compatible with a normal distribution. Thus, a 95%
confidence level interval u can be computed for In V,

’

— — s
InVy —u<<InVy <InVy +uu=ty,s——

NG o)

where In V, is the average In V or the value obtained
with linear regression, ty,5 is the critical value at a 95%
confidence level for the Student-Fisher 7-distribution, s’
is the estimator of the variance of the residual distribu-
tion and 7 is the number of residuals.

Having established the precision for In V,, it is inter-
esting to evaluate the relative uncertainty in 7;,

at 95% confidence level,

o(t;) \/o(InVo) + o*(InV;)
. (InVy—InV)

)

The uncertainty of In ¥, depends on the wavelength. At
wavelengths where the optical depth is usually small
(longer wavelengths), it is also less variable. Conse-
quently, the Langley plot method for determining In V is
more precise and the uncertainty is reduced. At short
wavelengths, especially at 300nm, the Langley plot
method is more difficult to apply and the uncertainty in
InV, is large. However, at the shorter wavelengths, the
large optical depth results in a large difference
(In Vo — In V;) that compensates for the large uncertainty
in In V,. Hence, the relative uncertainty of t; is of the
same order at all wavelengths.

For each wavelength and each site, an upper limit was
estimated for the relative 7; uncertainty considering only
the contribution from In ¥, uncertainty. For this pur-
pose, the 95% confidence interval and the smallest mea-
sured difference (In V, — In V;), i.e., the worst case, was
used. At Riverside, this estimation was on the order of
5% at 300 and 368nm, and lower at all other
wavelengths. At Mt Wilson, it was of the order of 2% at
300 and 368 nm, and lower at all other wavelengths.

Some uncertainty in t; is also due to uncertainty in the
direct irradiance measurement. The dominant uncer-
tainty in InV; is due to electronic noise that is of the
order of 1mV. In order to achieve a low relative uncer-
tainty only direct irradiance measurements greater than
50mV were used in this analysis. Sources of systematical
uncertainties other than the bias due to differences
in elevation profile of the atmospheric absorbing and
scattering material are believed to be negligable (Schmid
et al., 1998).
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Fig. 2. Optical depth time series for 16 and 17 July 1997 at
Riverside at 4 = 300, 318 and 368 nm.

2.2. Cloud influence

When studying optical depth variability, it is important
to determine whether clouds are present or not. While in
clear sky situations the total optical depth can vary due to
absorbing gases and aerosols in the atmosphere, clouds
produce such large and rapid optical depth variations that
other effects frequently becomes negligible in comparison.
Fig. 2 shows the optical depth time series for 16 and 17
July, 1997 at Riverside at wavelength 300, 318 and 368 nm.
16 July is a day when clouds were present, whereas skies
were clear on 17 July. On 16 July, the optical depth
increased by more than 2 at all wavelengths, in less than an
hour, just after midday (Julian day time equal to 197.5).
This reflects the localized nature of clouds. In some cases,
when clouds are present but not in the direct beam path,
the total irradiance may be higher than clear-sky irra-
diance because of increased diffuse light, while minutes
later, the presence of a cloud in the beam path can greatly
reduces the total irradiance. On 17 July, optical depth
variations were much smaller and slower.

Mt Wilson data

Broadband irradiance [ W/mz]

: 7 S TR TR |
04 0.5 0.6 0.7 0.8 0.9 1.0
Cosine solar zenith angle

Fig. 3. Broadband visible total solar irradiance vs. cosine solar
zenith angle.

In many instances, photochemical air pollution is lin-
ked to stagnant high-pressure systems. Because our
long-term goal is to improve the treatment of actinic flux
for simulating photochemistry in air quality models, we
chose to study the optical depth variability for clear-sky
situations. During SCOS97, broadband solar irradiance
was measured at Riverside and Mt Wilson with Eppley
precision spectral pyranometers (PSP). Data were re-
corded almost continuously during the 4-month mea-
surement period with a frequency between 3 and 15 min.
For clear-sky conditions, broadband total solar irra-
diance depends linearly on the cosine of the solar zenith
angle when the latter is below 70°. The broadband irra-
diance (PSP) data were used to establish the appropriate
linear relationship, and the data points for which the
irradiance differed by more than 100 Wm~?2 from the
established relationship were classified as cloudy periods.
The Mt Wilson broadband irradiance data for zenith
angle less than 70° are shown in Fig. 3 with the
+ 100 Wm ™ ? limits.

Clear-sky total optical depths were calculated after
rejecting all measurements taken within 30 min (before or
after) of cloudy periods. This criterion excludes data
similar to those from Riverside on 16 July, and retains
data such as those recorded on 17 July (see Fig. 2).

2.3. Distributions of optical depths

The original UV spectral irradiance data set includes
19,568 3-min average measurements of the direct irra-
diance at each of the seven wavelengths at Riverside and
21,972 measurements at Mt Wilson. After selecting only
time periods where the direct irradiance measurement
was greater than S0 mV at all wavelengths and rejecting
measurements taken at times when clouds were present,
it was possible to compute 8232 total optical depths for
Riverside and 11,261 for Mt Wilson. As a consequence of
the selection criteria, all measurements used in the
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a) Riverside optical depth distributions
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Fig. 4. Optical depth distributions at 4 = 300, 306, 317 and
368 nm.

analysis were made at times when the solar zenith angle
was less than 60°, for both sites.

Distributions of optical depths were compiled for both
Riverside and Mt Wilson for all wavelengths. Histograms
of the distributions at both locations at four wavelengths
are shown in Fig. 4. A summary of the optical depth
distribution characteristics is shown in Fig. 5 where aver-
age values of the optical depth are plotted as a function of
wavelength at both sites, and a bar is included to repres-
ent the standard deviation.

The optical depths range from about 0.5 (Mt Wilson at
A =368nm) to about 4.3 (Riverside at 2 = 300 nm). At
Riverside, the difference between the maximum and min-
imum for each optical depth distribution is on the order
of 1 or larger. This range illustrates the temporal varia-
bility in optical depths observed at a single site and
wavelength. For a given time, direct beam irradiances for
total optical depths 7; and 7, will differ by a factor
exp((ty — 1,)A). This is more than a factor of 2 for an
optical depth difference of 1 with overhead sun (4 =1
when the solar zenith angle is zero) and a factor larger
than 7 for A = 2 (solar zenith angle of 60°). The diffuse
irradiance will also be different but the factor must be
calculated using a radiative transfer model. The optical
depths and the width of their distributions are smaller at

<50
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Fig. 5. Averages and standard deviations of the optical depth
distributions vs. wavelength.

Mt Wilson. In a pristine environment, these differences
would be expected to be the result of spatial and elev-
ational differences. However, the increment in optical
depth added by a purely Rayleigh scattering atmosphere
accounting for the difference in elevation between River-
side (radiometer 260 m a.s.l.) and Mt Wilson (radiometer
1725 m a.s.l.) is smaller than the observed difference at all
7 wavelengths. A calculation following the formula given
by Stephens (1994) yields an optical depth difference of
0.19 at 300nm and 0.08 at 368 nm, while the observed
average differences are 0.54 and 0.34, respectively. The
remainder of the difference between the averages in
Riverside and Mt Wilson is due to the more polluted air
in Riverside that results in greater light absorption and
scattering by pollutants. Similarly, the larger variability
in Riverside is due to the larger pollution concentration
changes observed at Riverside compared to Mt Wilson.

The optical depth decreases as wavelength increases,
for the range of wavelengths considered here. The same
trend is observed at both Riverside and Mt Wilson.
A large decrease in optical depth is observed between 300
and 306nm, and between 306 and 312nm. At longer
wavelengths, the rate at which optical depth decreases
with increasing wavelength is lower. At the wavelengths
of our measurements, the optical depths are largely due
to absorption and/or scattering by ozone and aerosols
because:

(I) Ozone is an influential light absorbing gas at
wavelengths shorter than 330 nm, and its absorption
cross section exhibits a sharp drop above 300 nm
(Seinfeld and Pandis, 1997, pp. 143-146).

(2) Aerosols in the atmosphere are known to have
broad absorption and scattering cross sections at
UV wavelengths, due to the particle size distribution
and variability in chemical composition (Seinfeld
and Pandis, 1997, pp. 1126-1146).
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Analysis of atmospheric composition and visibility in
Los Angeles on relatively clean and smoggy days (Larson
et al., 1984) has shown that large values of the extinction
coefficient (b.,) are mainly due to large amounts of
aerosol with diameter ranging from 200 to 500 nm. For
UV wavelengths in the same range, the optical depth is
expected to vary approximately as A" 2 with v between
2 and 4 (Shaw et al., 1973).

3. Statistical analysis
3.1. Methodology

Our analysis of the optical depth distributions is based
on the hypothesis that absorption and scattering by
ozone and aerosols are responsible for most of the ob-
served variability. Principal component analysis is a tool
of choice to examine this hypothesis and quantify the
apportionment of the variability among the different
factors. PCA is a statistical tool that has been used
extensively in environmental sciences. Examples of its use
are the apportionment of pollutants to possible sources
(e.g., Henry and Hidy, 1979, 1982; Baldasano et al., 1998),
and solving inverse problems such as determining the
characteristics of light-absorbing and scattering pollu-
tants given the absorption spectrum (Steele and Turco,
1997). PCA is a technique for analyzing the variability of
a group of simultaneously measured variables using their
correlations (Everitt and Dunn, 1992). The goal of PCA is
to uncover the underlying independent factors respon-
sible for the variability observed in the group of vari-
ables, and to determine the most influential factors. To
achieve this goal, the covariance matrix is diagonalized
and expressed as

C=7ZDZ" (6)

where C is the covariance matrix, D is the diagonalized
form, and Z is the matrix of a rotation operator that
transforms the n-dimensional space defined by the vari-
ables of interest (n is the number of variables) into a space
where the covariance matrix is diagonal. The elements
of the diagonal matrix D are the eigenvalues of C, and
the matrix Z is formed from the eigenvectors of C (the ith
column of Z is the eigenvector associated with the ith
eigenvalue in D).

When applying PCA to our data, every simultaneous
measurement of the optical depths at the seven
wavelengths is considered as a point in the seven-dimen-
sional space. The coordinates of such points are the
optical depths measured at each of the wavelengths.
The unitary matrix Z transforms the reference frame of
the seven-dimensional space. The components, i.e. the
coordinate of each measurement point expressed in the
new reference frame, are independent of each other

Fig. 6. Geometrical analogy for principal component analysis.

(because the correlation matrix is diagonal in the new
reference frame). The first component is chosen so that
the largest possible part of the variability occurs along it,
the second component so that the largest possible part of
the remaining variability occurs along it, etc. It is useful
to use a geometrical analogy to understand this ap-
proach. Let us assume optical depths are given at only
3 wavelengths, and the points representing the measure-
ments are distributed in an ellipsoid-shaped cluster as
shown in Fig. 6. The PCA approach is equivalent to
finding a rotation that will align the first component with
the longest axis of the ellipsoid (a), and the second com-
ponent with the second longest axis (b), etc. The elements
of the diagonal matrix D, the eigenvalues of the correla-
tion matrix, are used to determine the relative amount of
variability associated with each component. The compo-
nents define a new reference frame where the covariance
matrix is diagonal. Hence, the components are uncor-
related. Determining the alignment of the components in
the original reference frame helps identify the compo-
nents. For this study, when a component makes a very
small angle with one axis of the original frame, the
underlying factor associated with the component absorbs
and/or scatters at the wavelength associated with the
axis, but not at the other wavelengths considered. When
the angles between one component and all axes of the
original reference frame are similar, the underlying factor
affects all wavelengths similarly.

3.2. Results

Figs. 7 and 8 show the optical depths for Riverside and
Mt Wilson, respectively. The measurements at A = 300,
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Fig. 7. Optical depth correlations at Riverside (optical depths at
300, 306 and 312 nm vs. optical depths at 318 and 326 nm).

306 and 312 nm are plotted against the measurements at
4 =318 and 326 nm. The correlation coefficients are in-
cluded in the figures. Correlations are given instead of
covariance because they are normalized and more easily
interpreted, whereas covariance can have arbitrarily high
values, depending on the variances of the two variables of
interest. Similar correlation coefficients were computed
for optical depths at all pairs of wavelengths and are
given in Table 1.

At Riverside, the main characteristic is the strength
of the correlation between measurements at all wave-
lengths. The weakest correlation coefficient is 0.92.
Not surprisingly, correlation tends to be stronger
for neighboring wavelengths (close to the diagonal)
than for wavelengths that are further apart (away
from the diagonal). Exceptions are the correlations
between measurements at A =318nm and smaller
wavelengths (third column of the correlation matrix in
Table 1) that are weaker than correlations between
measurements at 326 nm and smaller wavelengths (fourth
column). A possible explanation is that the channel at
318 nm may have had greater measurement noise than
the other channels.
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Fig. 8. Optical depth correlations at Mt Wilson (optical depths
at 300, 306 and 312 nm vs. optical depths at 318 and 326 nm).

At Mt Wilson, the same overall characteristics of
strong correlation with weaker correlation away from the
diagonal are observed. However, correlation coefficients
are smaller than for Riverside and an additional feature
can be distinguished. The correlation between measure-
ments at 300 and 306 nm is strong (0.94), as well as the
correlation between measurements at wavelengths longer
than 310 nm (four bottom rows of the correlation matrix
in Table 1). However, the correlation between measure-
ments at 300 or 306 nm, and measurements at longer
wavelengths is weaker. For instance, the correlation be-
tween measurements at 300 and 312 nm (0.85) is weaker
than the correlation between 312 and 368 nm. This is due
to the influence of both aerosols and ozone at 300 and
306 nm, while only aerosols have an influence at longer
wavelengths. Similarly, the stronger correlations ob-
served at Riverside than at Mt Wilson is due to a larger
influence of aerosols on the optical depths at Riverside
(frequent pollution episodes occur at this site).

The eigenvalues of the correlation matrices for River-
side and Mt Wilson are shown in Fig. 9. At Riverside,
97% of the variability is associated with the first com-
ponent and 2% with the second. At Mt Wilson, the
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Table 1
Correlations between optical depth measurements at various wavelengths
Riverside 306 nm 312nm 318 nm 326 nm 333nm 368 nm
300 nm 0.99 0.97 0.93 0.94 0.92 0.92
306 nm 0.99 0.95 0.97 0.95 0.95
312nm 0.97 0.99 0.97 0.97
318 nm 0.99 1.00 0.99
326 nm 1.00 0.99
333nm 1.00
Mt Wilson 306 nm 312nm 318 nm 326 nm 333nm 368 nm
300 nm 0.94 0.85 0.76 0.69 0.62 0.59
306 nm 0.92 0.85 0.82 0.77 0.74
312nm 0.98 0.96 0.93 091
318 nm 0.98 0.96 0.95
326 nm 0.99 0.98
333nm 1.00

variability associated with the first and second compo-
nents is 89 and 10%, respectively. While all the compo-
nents are necessary to explain all the observed variability,
a smaller number is sufficient to provide an adequate
summary. Rules of thumb to choose the number of com-
ponents to retain are (Everitt and Dunn, 1992)

1. Include just enough components to explain a relat-
ively large percentage of the total variation (e.g., 90%).

2. Exclude components that have eigenvalues less than
a given cut-off value (0.7 has been suggested by Jollife,
1972).

3. On a plot of eigenvalues (Fig. 9), locate the point
where an “elbow” is present and discard the compo-
nents after this point.

These rules of thumb suggest selecting only the first
component in Riverside, and the two first components at
Mt Wilson. For consistency, the two first components are
analyzed both for Riverside and Mt Wilson. The matrix
Z can be used to determine the contributions of the
optical depths at various wavelengths to the components
or, in other words, the angles between the components
and the axis of the original reference frame. Figs. 10(a)
and (b) indicate the contributions of the various
wavelengths to the first and second principal compo-
nents. Since correlations are used, values are normalized,
and the maximum possible contribution is 1. The contri-
butions of all wavelengths to the first component are
almost equal, especially for Riverside. Therefore, if the
value of the factor responsible for the first component
varies, all optical depths will vary in a similar way. The
structure of the second principal component reflect the
facts that correlation tends to be stronger for neighbor-
ing wavelengths than for wavelengths that are further
apart. More attention should be devoted to the second

component contributions at Mt Wilson than Riverside,
since the second component accounts for only 2% of the
variability at Riverside. At Mt Wilson, the largest contri-
bution in absolute value is at 2 = 300 nm, and the contri-
bution at A =306nm is also strong. At 312, 318 and
326 nm the contribution are weak while they are of the
order of 0.35 at 333 and 368 nm. If contributions would
all be strictly equal, they would be equal to \/m or 0.38.
When a contribution is below this limit in absolute value,
the corresponding component has little influence at the
corresponding wavelength. When it is above, the com-
ponent has a strong influence at this wavelength. Since
the contribution is significantly stronger at 300 nm, the
second component has its strongest influence at this
wavelength. At Riverside a similar behavior is observed,
although the anomaly pointed out for the correlations at
318 nm shows up in the second component.

Given a priori knowledge about the absorbing proper-
ties of ozone and aerosols in the atmosphere, the
interpretation of the principal component analysis is
relatively straightforward. The first component, explain-
ing most of the data variability, and corresponding to
simultaneous increases or decreases of the optical depth
at all observed wavelengths, is linked to the presence of
aerosols that absorb and scatter light over the full range
of wavelengths measured. The second component that
distinguishes between the shorter and longer wave-
lengths and has a stronger association with the absorp-
tion at A = 300 nm is linked to ozone whose absorption
spectrum declines sharply at wavelengths longer than
300nm. “Contamination” of the components might
occur, giving rise to measurement error contributions to
the first or second component, or ozone contributions to
the first component and aerosol contributions to the
second. However, the remarkable similarity between the
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component signatures (the contribution to the compo-
nents) at Riverside and Mt Wilson is an indication of the
quality of the PCA discrimination. The only question
mark is the 318-nm contribution to the second compon-
ent at Riverside, but this component at Riverside is
almost negligible.

At the observed wavelengths, principal component
analysis suggests that almost all the optical depth varia-
bility is due to changes in aerosol concentration at both
sites. At Riverside, the influence of aerosol variability is
strong enough that the variability due to changes in

ozone column 1is negligible even at the shorter
wavelengths. At Mt Wilson where the environment is
more pristine, the optical depth variability is lower and
the influence of changes in the ozone column is more
influential, proportionally. When the aerosol and ozone
variability are taken into account, the remaining unex-
plained variability is negligible (on the order of 1% or
below).

Despite differences in component size at Riverside and
Mt Wilson, the similarity of the principal component
structure is remarkable. Similar physics are expected to
be the cause of the variability in optical depths at River-
side and Mt Wilson; otherwise, there would be no reason
for the wavelength-dependent optical depth contribu-
tions to the principal components to be similar at the two
sites. This study shows that the most influential factors
for the optical depth variability are the same (light ab-
sorption and scattering by aerosols as the major factor,
and absorption by ozone as the minor factor), and are
ordered in a similar fashion at the two sites. The study
also quantifies the influence of each factor and indicates
the differences in relative influence of aerosols and ozone
on the variability associated with optical depth at River-
side and Mt Wilson.

It should be emphasized that this study focused on the
variability associated with optical depth. Even though
aerosol optical depth was found to be the most influential
factor in the optical depth variability at all the wave-
lengths considered in this study, this does not imply that
it is the most important contribution to the total optical
depth. For example, it is possible that the variability in
ozone optical depth occurs around a larger stable aver-
age value than for the aerosol. PCA would not extract the
signal due to the stable average.

4. Conclusions

Using UV spectral irradiance data measured during
SCOS97 at two California sites, we computed total op-
tical depths and analyzed their variability during the
four-month duration of the study. We have explored the
temporal variability at two locations in a region with
a long history of air pollution problems. We pointed out
similarities between sites such as the overwhelming im-
portance of changes in aerosol concentration in explain-
ing the optical depth variability. We also pointed out the
differences in optical depth resulting from higher air
pollutant concentrations at Riverside: at this site, the
optical depths and the optical depth variability are larger
and the influence of factors other than aerosols is negli-
gible in explaining the variability. At Mt Wilson, ozone
column changes are non-negligible in explaining the
variability. These conclusions are valid for clear-sky con-
ditions. The presence of clouds can lead to large and
rapid changes in the optical depth. Because of the
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complexity of the issue, analysis of cloudy situations is
beyond the scope of this study.

Since many characteristics of the atmosphere such as
pollutant concentrations, broadband radiation, etc. were
measured during SCOS97; it would be interesting to
compare the results from this study with other results
characterizing aerosol concentrations and ozone column.
It would also be valuable to use optical depths derived
here as input to a radiative transfer model and compare
the results with NO, actinometric measurements that
were made at the same time.
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